
APPENDIX H

Normal Distributions

In this Appendix, we illustrate how statistical problems (such as Sample Problem
6.4) can be solved using the Normal distribution table.

H.1 Standard Normal Distribution Table
Many quantities, such as Young’s modulus and yield strength, are statistical in
nature. Furthermore, they are typically assumed to be normally distributed with cer-
tain mean µ and standard deviation !. The primary objective in statistical scenarios
is to compute the probability that the quantity of interest exceeds a threshold.

As a special case, we first consider a random variable z that is normally distrib-
uted with mean 0 and standard deviation 1, i.e., z ~ N(0,1), illustrated as a bell curve
in Figure H.1. Given such a distribution, the probability that z ≤ z0, can be comput-
ed using the standard Normal distribution, Table H.1, as follows.

For example, the probability P(z ≤ 0.68) is the entry against row of 0.6 and
column of 0.08 in Table H.1, i.e., P(z ≤ 0.68) = 0.75175, as highlighted. This
value is equivalent to the area under the curve to the left of z = z0, as illustrated in
Figure H.1.
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FIGURE H.1
The Normal distribution curve.
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Appendix H ■ Normal Distributions 881

On the other hand, suppose we wish to compute P(z ≥ 0.68), then we use the
fact that the total area under the Normal distribution curve is 1.0. Thus, P(z ≥ 0.68)
= 1 – P(z ≤ 0.68), i.e., P(z ≥ 0.68) = 1 – 0.75175 = 0.24825. Finally, suppose we wish
to compute P(z ≤ –0.68), we cannot use the table directly. However, we can use sym-
metry to show that P(z ≤ –0.68) = P(z ≥ 0.68), and therefore P(z ≤ –0.68) = 0.24825.

H.2 Converting to Standard Normal Distribution
The previous section addressed the question of computing probabilities when the
underlying variable z is normally distributed with mean 0 and standard deviation of
1. Here, we consider a normally distributed variable x with mean µ and standard
deviation !, i.e., x ~ N(µ,!).

In order to compute the probability P(x ≤ x0), we use the following fundamen-
tal result

(H.1)

where z is normally distributed with mean 0 and standard deviation of 1, and

(H.2)

As a specific example, let us say the shear stress in a torsion bar is normally distrib-
uted with µ = 55MPa and ! = 3MPa, i.e., τ ~ N(55,3)MPa. Further, suppose we are
interested in computing the probability P(τ ≥ 63MPa).

From the above result, P(τ ≥ 63) = P(z ≥ z0) where z0 = (63 – 55)/2.5 = 2.67.
From the Normal distribution table, we have P(z ≥ 2.67) = 1 – P(z ≤ 2.67) = 0.00379.
In conclusion, the likelihood that the shear stress will exceed 63MPa is less
than 0.4%.

H.3 Linear Combination of Normal Distributions
One can take the result from the previous section one step further. Specifically,
consider two normally distributed variables x ~ N("x, !x) and y ~ N("y, !y) that are
statistically independent, i.e., x and y are not correlated. Further, let w be another
variable such that w = ax + by, where a and b are scalar constants.

Then, one can show that w is also normally distributed with mean a"x + b"y and
standard deviation i.e.,

w (H.3)

For example, let x1 ~ N(10,0.7) and x2 ~ N(5,0.5) be two independent random vari-
ables. Further, let y = 2x1 + 2x2. Using the above result, the reader can verify that
y ~ N(30,1.72). Now, one can pose and solve probability questions such as P(y ≤ 28),
and so on.

 ~ N(amx + bmy, 2(asx)2 + (bsy)2)

2(asx)2 + (bsy)2,

z0 = (x0 - m)>s
P(x Ú x0) = P(z Ú z0)
P(x … x0) = P(z … z0)
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882 Appendix H ■ Normal Distributions

Let us now consider Sample Problem 6.4; the problem states that the bolts under
consideration are normally distributed, having a mean twist-off strength of 20 N # m
and standard deviation of 1 N # m, i.e., x ~ N(20,1)N # m. On the other hand, the
torque delivered by wrenches used in tightening these bolts are also normally dis-
tributed, having a standard deviation of 1.5 N # m, while the desired mean value must
be determined, i.e., y ~ N("y, 1.5).

The bolts will fail if the delivered torque exceeds their capacity. We would like
to limit the probability of this event to less than 1 in 500; we enforce the condition
P(x ≤ y) = 1/500 = 0.002, i.e., P(x – y ≤ 0) = 0.002. Let w = x – y. Then from
Equation (H.3), w ~ N(20 – "y, 1.8028). Since we require P(w ≤ 0) = 0.002, using
Equations (H.1) and (H.2), we have: P(z ≤ z0) = 0.002, where z0 = ("y – 20)/1.8028.
From the table this corresponds to z0 = –2.88. Solving for "y, we have "y =
14.8N # m.
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